Frequency-dependent effects on global $S$-wave traveltimes: wavefront-healing, scattering and attenuation
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SUMMARY
We present a globally distributed data set of $\sim400,000$ frequency-dependent $SH$-wave traveltimes. An automated technique is used to measure teleseismic $S$, $ScS$ and $SS$ traveltimes at several periods ranging from 10 to 51 s. The targeted seismic phases are first extracted from the observed and synthetic seismograms using an automated time window algorithm. Traveltimes are then measured at several periods, by cross-correlation between the selected observed and synthetic filtered waveforms. Frequency-dependent effects due to crustal reverberations beneath each receiver are handled by incorporating crustal phases into WKBJ synthetic waveforms.

After correction for physical dispersion due to intrinsic anelastic processes, we observe a residual traveltime dispersion on the order of 1–2 s in the period range of analysis. This dispersion occurs differently for $S$, $ScS$ and $SS$, which is presumably related to their differing paths through the Earth. We find that: (1) Wavefront-healing phenomenon is observed for $S$ and to a lesser extent $SS$ waves having passed through very low velocity anomalies. (2) A preferred sampling of high velocity scatterers located at the CMB may explain our observation that $ScS$ waves travel faster at low-frequency than at high-frequency. (3) A frequency-dependent attenuation $q(\omega) \propto q_0 \times \omega^{-\alpha}$, with $\alpha \sim 0.2$, is compatible with the globally averaged dispersion observed for $S$ waves.
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1 INTRODUCTION
Seismic tomography is a standard tool for constraining the structure of the Earth’s interior. The resolution of global body wave seismic tomographic models has significantly improved in the last 25 years because of the growth in the number of seismic stations, increase in computational power and development of new analysis tools which extract more information from seismograms. Until recently, ray theory (RT) formed the backbone of all body wave tomographic studies. The long-wavelength structure of the Earth is similar across recent RT tomographic models, even though there is some disagreement on the amplitudes of even the most prominent structures (Romanowicz 2003). Global body wave tomography, based on RT, has revealed a variety of subducting slabs, some remain stagnant around the 660 km discontinuity, whereas others penetrate into the lower mantle (e.g. Grand et al. 1997; Albarède & Van der Hilst 1999; Fukao et al. 2001), which is inconsistent with the hypothesis of a two-layered convection in the Earth. The detection of hypothesized thin thermal plumes (Morgan 1971) in the mantle has remained elusive in these RT-based tomographic images (Romanowicz 2003), but would be of considerable value in understanding the Earth’s mantle dynamics.

To be valid, ray theory requires that wavelengths are short and Fresnel zones narrow. Short-period (<1 s) $P$-wave traveltimes have so far been extensively used for global RT tomography of the Earth, but provide poor sampling of the upper mantle. Surface wave data, that are generally analysed at very long periods (~40–300 s), may be combined with $S$-wave traveltimes measured at long periods (~10–51 s). This provides a way to image the entire mantle, because surface waves are more sensitive to the upper mantle, and $S$-waves to the lower mantle. We have therefore chosen to focus on $S$-waves in this study. Long-period $S$-wave data have so far mostly been used in tomographic imaging of the very long-wavelength heterogeneity (>1000 km horizontally) in the Earth, for which a ray theoretical approach is acceptable. However, 1000 km represents a third of the Earth’s mantle thickness, and RT breaks down when used for
imaging smaller heterogeneities that are of considerable interest in geophysics such as parts of slabs sinking in the mantle, or hot rising plumes. These objects are likely to have dimensions that are rather limited in size (~200 km horizontally). They are very difficult to constrain with RT because wave scattering and wavefront-healing effects are ignored. The effect of wave diffraction phenomena is to make traveltime anomalies dependent on Earth structure in the entire 3-D region around the geometrical ray path, rather than only on the infinitesimally narrow ray path itself. Because this is not taken into account in RT, it seems progress toward obtaining higher-resolution images of small heterogeneities in the mantle requires a movement away from RT.

In an effort to improve upon the infinite-frequency approximations of RT, that are only applicable to the time of the wave onset, finite-frequency (FF) approaches have recently emerged in seismic tomography (e.g. Dahlen et al. 2000; Tromp et al. 2005). For instance, the FF theory developed by Dahlen et al. (2000) takes the effects of wave diffraction into account (single scattering only), which makes the imaging of smaller objects or anomalies possible. The RT ray paths are replaced by volumetric sensitivity (Fréchet) kernels. Delay-times (or time residuals) observed in different frequency bands contain information on the size of the heterogeneity. For instance, the healing of a wavefront depends on the ratio between wavelength and size of heterogeneity. In FF tomography, traveltime (and amplitude) anomalies are therefore frequency-dependent. In principle one can exploit this dependence, by performing inversions with data from different frequency bands simultaneously. This may lead to an increase in resolution of the tomographic imaging. In FF tomography, the general form of the linear inverse problem is

$$d_{i}(T) = \int_{V(T)} K_{i}(r,T) \times m(r) d^{3}r,$$  

(1)

where $d_{i}(T)$ is a frequency-dependent delay-time measured between the observed and synthetic waveforms of the target seismic phase $i$, both filtered around the period $T$. The volume integral $V(T)$ is theoretically over the entire Earth, but in practice limited to the region where the Fréchet kernel $K_{i}(r,T)$ has a significant amplitude. The model parameter $m(r)$ represents a velocity perturbation ($\partial$$c$/c). By measuring the traveltime of a seismic phase at several periods, there is a potential for increasing the amount of independent informations in the inverse problem, as at each period the waveform is influenced by a different weighted average of the structure, through the corresponding 3-D sensitivity kernel. Recently, Montelli et al. (2004a,b, 2006b) published $P$- and $S$-wave FF global tomography models claiming to confirm the existence of deep mantle plumes below a large number of postulated hotspots. They mainly attributed this to an improvement in the resolving power of their FF approach (Dahlen et al. 2000).

The potential benefit of using an FF theory for tomography, as well as its significance in mapping mantle plumes, is somewhat controversial. A number of recent studies (e.g. Sieminski et al. 2004; de Hoop & Van der Hilst 2005a; Dahlen & Nolet 2005; de Hoop & Van der Hilst 2005b; Julian 2005; Trampert & Spetzler 2006; Montelli et al. 2006a; van der Hilst & de Hoop 2006; Boschi et al. 2006) suggest that the effect of such an FF theory could be smaller than that of practical considerations such as the level of damping, the weighting of different data sets and the choice of data fit. Another important factor, which could limit the benefits of the new theory, is the number of FF data used, which has until now remained relatively small compared to the large number of traveltimes analysed with RT. For instance, FF tomographic models of Montelli et al. (2004a,b) are constrained by about 90 000 long-period (~20 s) $P$, $P$–$PP$ and $P$–$P$ traveltimes, compared to about 1 500 000 short-period (~1 s) $P$ and $P$–$P$ traveltimes, commonly analysed using RT (Van der Hilst & de Hoop 2005). Moreover, Montelli et al. (2004a,b, 2006b) use traveltimes measured by matching the ‘first swing’ of a long period (~20 s) observed waveform with a synthetic (Bolton & Masters 2001). As noticed by Montelli et al. (2004b), such a measurement scheme presents a possible bias in dominant frequency caused by the correlation operator emphasizing the early part of the waveform rather than the full period. Only analysing the early part of the waveform, which is closely related to the wave’s onset, may prevent tomographers from taking full advantage of such FF approach. For instance, Dahlen et al. (2000) show that if scatterers located off the ray path do not affect the onset of the wave, they can still advance or delay the full waveform. The global $S$-wave FF tomographic model obtained by Montelli et al. (2006b) is also based on $(S, ScS—S$ and SS–S) traveltimes measured in a single-frequency band (~20 s), and hence does not benefit from the increased spatial resolution afforded by sensitivity kernels for a range of frequencies. Recently, Sigloch & Nolet (2006) presented an approach for measuring FF body wave amplitudes and traveltimes of teleseismic $P$-waves, between periods of 2 and 24 s. They model the first 25 s of a seismogram after the direct $P$ wave arrival, including the depth phases $pP$ and $sP$. The best source parameters (source time function, moment tensor, depth) are determined for each earthquake, with a cluster analysis that needs many stations having recorded the same event. This approach is, however, better suited for local or regional tomographic studies, rather than for global ones.

To take full advantage of using an FF approach, it is necessary to use traveltimes measured in a way which is fully consistent with the kernels. It is our view that for significant progress to be made, a new global data set of multiple-frequency body wave traveltimes is needed. One measured by cross-correlation over a broad frequency range. In this study, we focus on $S$-wave traveltimes, because they may be readily combined with surface wave data, to obtain a high-resolution tomographic image of the entire mantle. To our knowledge, there is no global database of $S$-wave traveltimes measured at different frequencies. We aim to measure traveltimes of single ($S$, $ScS$, SS) or groups of ($S$+$sS$, $ScS$+$sScS$, SS+$sSS$) phases, within the 10–51 s period range. We use 30 years of broadband seismograms recorded at the Global Seismological Networks (GSN) and distributed by the IRIS and GEOSCOPE data centres.

In Section 2, we present how we obtained a global data set of ~400 000 frequency-dependent $S$-wave traveltimes. An automated scheme for measuring long period $S$-wave traveltimes in different frequency bands has been developed. Automation was necessary to process the type of massive data set needed for global seismic tomography applications. Traveltime measurements have been corrected for elliptical, topographic, crustal and attenuation effects (Tian et al. 2007a). Frequency-dependent effects due to crustal reverberations beneath each receiver have been handled by incorporating crustal phases into WKBJ (Chapman 1978) synthetic waveforms. A good control of the frequency content of the waveforms, associated with a given traveltime, enables us to associate each measurement with a kernel carrying the same frequency information. The resulting multiple-frequency traveltimes are fully compatible to be inverted with volumetric sensitivity (Fréchet) kernels, irrespective of whether these kernels are computed with adjoint, mode-coupling or paraxial methods (e.g. Tromp et al. 2005); traveltimes measured at a single period can also be inverted using ray theory.

In Section 3, we focus on frequency-dependent effects occurring on global $S$-wave traveltimes in the mantle. If a residual structural
traveltime dispersion is indeed observable, we would have a new constraint on the nature of seismic heterogeneity and attenuation in the Earth’s interior. We are then especially interested in pointing out in our global data set frequency-dependent effects associated to wavefront-healing, scattering and attenuation.

2 A GLOBAL DATA SET OF FREQUENCY-DEPENDENT S-WAVE TRAVELTIMES

In this section, we describe our method for building a global data set of frequency-dependent body-wave traveltimes. Our automated scheme consists of two main stages. The first involves an automated selection of time windows around a set of target phases, which are present on both the observed and synthetic seismograms. The second stage involves measurements of multiple-frequency traveltimes by cross-correlating the observed and synthetic waveforms, within the 10–51 s period range, which are contained in the previously selected time windows.

Readers mainly interested in our observations of frequency-dependent effects in our global data set, such as wavefront-healing, scattering and attenuation, may skip to Section 3.

2.1 Time windows selection and seismic phases isolation

Our time windows selection algorithm follows several of the ideas developed by Maggi et al. (2009). These authors present an approach for automated window selection designed for adjoint tomography studies. This class of studies involves 3-D numerical simulations of the seismic wavefield and 3-D sensitivity (adjoint) kernels (e.g. Komatitsch & Tromp 1995; Komatitsch et al. 2002; Tromp et al. 2005). The advantage of this approach is that the adjoint kernel is obtained from a numerical calculation, with no need to identify specific seismic phases. That is, the kernel can be computed for any part of the seismogram and takes care of the relevant sensitivities. For this reason, Maggi et al. (2009) define time windows covering as much as possible of a given seismogram, while avoiding portions of the waveforms that are dominated by noise. They select time windows on the synthetic waveform only, without identifying specific seismic phases. Each time window on the synthetic seismogram is then associated with the same time window on the observed seismogram, assuming that they contain the same patterns of interference between seismic phases. This assumption will be valid for accurate synthetic seismograms, calculated by 3-D propagation through a good 3-D Earth model. However, it may not be fulfilled with more approximate spherical-Earth synthetics, computed in a 1-D Earth model like IASP91 (Kennett & Engdahl 1991), as used in this study. Because strong 3-D heterogeneities, present at the top and bottom of the mantle, can produce large delay-times between observed and 1-D synthetic waveforms, we chose to focus our time windows selection on both the observed and 1-D synthetic waveforms, to isolate well-identified seismic phases. In Appendix A, we describe our time windows selection and seismic phase isolation methodology, which largely makes use of the ideas of Maggi et al. (2009), tuned for our particular application (cf. Table A1).

Finally, before entering into the measurement process (Section 2.2), the selected observed and synthetic waveforms are tapered and extrapolated outside their isolation time windows with an amplitude set to zero. This is possible because body waves are finite duration pulses. A similar approach was followed by Pollitz (2007), who also used cross-correlation measurements based on narrow-window tapers.

2.2 Frequency-dependent traveltime measurements

Our time windows selection scheme has allowed us to isolate, in an automated way, a pair of observed and synthetic waveforms, associated with each target seismic phase. We now aim to measure multiple-frequency traveltimes by cross-correlating the observed and synthetic waveforms, filtered at different periods, which are contained in the previously selected time windows. We chose to build a global data set of multiple-frequency traveltimes within the 10–51 s period range. It is our experience that S waves are generally prominent compared to seismic noise in this period range. However, this is not always the case for the entire 10–51 s period range. In the following section, we determine the appropriate frequency range of analysis for each target phase to be measured.

2.2.1 Frequency range of analysis

Seismic body waves, associated with long paths through the Earth, have their high-frequency content more severely attenuated than those associated with shorter paths. For instance, S and ScS phases are generally associated with shorter ray paths and higher frequency content than SS. The long period nature of SS is also related to its longer journey in the shallow mantle, compared to S and ScS, which is strongly attenuating for high-frequencies. Moreover, seismic noise has a peak in amplitude at short periods (∼6 s), mainly caused by the oceanic swell, that may significantly pollute the high-frequency content of broadband seismograms recorded at oceanic stations.

In our time windows selection and seismic phases isolation scheme (Section 2.1 and Appendix A), broadband seismograms recorded at the GSN are first bandpass filtered between 7 and 85 s with a non-causal Butterworth filter, whose short- and long-period corners are denoted by $T_1$ (7 s) and $T_2$ (85 s), respectively. In this study, we cover the period range between 7 and 85 s with five overlapping Gaussian filters, whose centre periods $T$ are 10, 15, 22.5, 34 and 51 s (cf. Table 1). Our aim is to determine the largest frequency range, associated to each targeted waveform, for which traveltimes can be measured.

We first determine the minimum short period corner of the Butterworth filter, denoted by $T_1$, for which the target phase can be isolated on the observed seismogram with the approach described in Section 2.1 and Appendix A. $T_1$ is chosen among three trial values: 7, 11 and 16 s. In the following, we will only consider those of the five Gaussian filters whose centre periods $T$ are greater than $T_1$.

A second selection is then performed by computing, for each selected Gaussian filter, the signal-to-noise ratio $SNR(T)$ between the absolute amplitude maxima of the isolated target observed waveform and of the seismic noise. Seismic noise is evaluated from a 100 s time window (Fig. A1a), taken on the observed seismogram, before the first arrival time among the S, ScS and SS phases. Among the selected Gaussian filters, we only keep those for which a ratio $SNR(T)$ greater than 3 is found. In the following Section 2.2.2, we describe how we measure time residuals at several periods. For each couple of observed and synthetic waveforms, measurements are made at the periods for which Gaussian filters have been selected.

2.2.2 Measuring time residuals

We now aim to measure multiple-frequency time residuals for each optimal pair of observed and synthetic waveforms, within the frequency range of analysis corresponding to each target phase.
(cf. Sections 2.1 and 2.2.1). These multiple-frequency time residuals are designed to be fully compatible with a FF approach for tomography, such as the one developed by Dahlen et al. (2000). That is, the FF time residual \( \tau_m \) associated with the period \( T \), is defined as the time maximizing the cross-correlation function, \( \gamma_{ds}(\tau) \), between the observed, \( d(t) \), and synthetic, \( s(t) \), waveforms, both filtered around the period \( T \). The cross-correlation function is defined as

\[
\gamma_{ds}(\tau) = \int_{-\infty}^{+\infty} d(t) \times s(t - \tau) dt.
\] (2)

Picking the maximum of the cross-correlation is usually accurate. However, in some cases the highest absolute value of the cross-correlation corresponds to a cycle-skip and leads to large error. By eye, such cycle-skips can often be recognized because the rest of the signal, away from the maximum, has a mismatch. We have noticed that cycle-skipping problems are more likely to occur when the two filtered signals, \( d(t) \) and \( s(t) \), are strongly dominated by one particular period.

To minimize biases due to cycle-skipping problems, our multiple-frequency time residuals are measured by determining the maximum position, by curve-fitting, of the new function: \( F(\tau) \). This function \( F(\tau) \) is designed to provide an accurate estimation of \( \tau_m \) while minimizing cycle-skipping. We show, in Appendix B, that the function \( F(\tau) \) and the cross-correlation function \( \gamma_{ds}(\tau) \) are maximized for the same time residual \( \tau_m \). Therefore, Fréchet kernels designed to be used with time residuals measured by maximizing \( \gamma_{ds}(\tau) \) (e.g. Dahlen et al. 2000) can also be used with residuals obtained by maximizing \( F(\tau) \). In the following, we define the function \( F(\tau) \) and show how it assists in minimizing cycle-skips.

Following Ritsema & van Heijst (2002), we define two quantities, function of the time shift \( \tau \), that describe the similarity between the filtered observed, \( d(t) \), and time-shifted synthetic, \( s(t - \tau) \), waveforms. These two quantities are noted \( F_i(\tau) \) and \( F_2(\tau) \). They are defined such as

\[
F_i(\tau) = \begin{cases} 
F_i(\tau) & \text{if } 0 \leq F_i(\tau) \leq 1, \quad i = 1, 2 \\
0 \quad \text{otherwise.} 
\end{cases}
\] (3)

The first quantity \( F_i(\tau) \) is the least-squares misfit between \( d(t) \) and \( s(t - \tau) \)

\[
F_i(\tau) = 1 - \frac{\int_{-\infty}^{+\infty} [d(t) - s(t - \tau)]^2 dt}{\int_{-\infty}^{+\infty} d^2(t) dt}.
\] (4)

Note that \( F_i(\tau) \) is close to 1 when \( \tau \) minimizes the misfit between \( d(t) \) and \( s(t - \tau) \). The second quantity \( F_2(\tau) \) measures the wave shape similarity between \( d(t) \) and \( s(t - \tau) \)

\[
F_2(\tau) = \frac{\min[A_1(\tau), A_2(\tau)]}{\max[A_1(\tau), A_2(\tau)]},
\] (5)

where \( A_1(\tau) \) and \( A_2(\tau) \) minimize the functions \( f \) and \( g \), respectively. The functions \( f \) and \( g \) are defined as

\[
\begin{align*}
  f(x) &= \int_{-\infty}^{+\infty} [(d(t) - x) \times s(t - \tau)]^2 dt \\
  g(x) &= \int_{-\infty}^{+\infty} [x^{-1} \times d(t) - s(t - \tau)]^2 dt.
\end{align*}
\] (6)

Which leads to

\[
\begin{align*}
  A_1(\tau) &= \gamma_{ds}(\tau)/\gamma_{ds}(0), \\
  A_2(\tau) &= \gamma_{ds}(0)/\gamma_{ds}(\tau),
\end{align*}
\] (7)

where \( \gamma_{ds}(0) \) and \( \gamma_{ds}(\tau) \) are the autocorrelation values, at zero lag-time, of the observed and synthetic waveforms, respectively. Note that \( F_2(\tau) \) is close to 1 when \( \tau \) maximizes the wave shape similarity between \( d(t) \) and \( s(t - \tau) \). Finally, the function \( F_3(\tau) \) is defined as

\[
F_3(\tau) = \frac{F_1(\tau) + F_2(\tau)}{2}.
\] (8)

The function \( F_3(\tau) \) includes a more sophisticated information on the misfit, through \( F_1(\tau) \), and on the wave shape similarity, through \( F_2(\tau) \), than the cross-correlation function, \( \gamma_{ds}(\tau) \). When cycle-skips occur, it is statistically easier to find, in an automated way, the appropriate residual time by using the function \( F_3(\tau) \), because its global maximum is enhanced and its secondary maxima (corresponding to cycle-skips) are minimized, compared to the ones of the cross-correlation function. An example of comparison between the two functions \( \gamma_{ds}(\tau) \) and \( F_3(\tau) \) is shown in Fig. B1. By experimentation, we only retained the time residuals corresponding to a function \( F_3(\tau) \) with a unique maximum greater than 80 per cent, and with no secondary maximum greater than 70 per cent. The use of the function \( F_3(\tau) \), rather than a simple cross-correlation, has proved to be very useful for the automation of our measurement process (cf. Figs 1 and B1). The function \( F_3(\tau) \) mimics very well the seismologist’s, often visual, decision in choosing the appropriate time residual.

### 2.2.3 Measurement errors

Errors on our time residual estimates can result from waveform distortion, owing to the effects of both the noise and the approximations made in the synthetics computation. We aim here to approximate the standard deviation (\( \sigma \)) related to each measured time residual (\( \tau_m \)). Following Chevron (2002), we first compute the correlation coefficient, \( \gamma_{ds}(\tau_m) \), between the observed and time-shifted synthetic waveforms. This coefficient is then compared with the autocorrelation function, \( \gamma_{ss}(\tau) \), of the synthetic waveform. Finally, we approximate the error (\( \sigma \)) by the time lag at which the correlation coefficient, \( \gamma_{ds}(\tau_m) \), is observed in the autocorrelation function, \( \gamma_{ss}(\tau) \). That is

\[
\sigma = \{ \tau \mid \gamma_{ds}(\tau_m) = \gamma_{ss}(\tau) \}. \quad (9)
\]

Hence, observed waveforms exhibiting a strong correlation with the synthetic waveform will be attributed low errors. On the other
hand, signals strongly contaminated by noise will produce larger traveltime residual errors.

2.2.4 Traveltime corrections for global seismic tomography

In this study, we aim to build a global data set of multiple-frequency time residuals, suitable for imaging the Earth’s mantle structure using inversion schemes based on eq. (1). Time residuals are determined by cross-correlating observed and synthetic waveforms (cf. Section 2.2.2). The synthetic waveforms used in this study are computed in a spherical Earth with the WKBJ method for the IASP91 velocity model extended with the Q model from PREM (Dziewonski & Anderson 1981).

We need to apply corrections to the predicted traveltimes, computed in the radial IASP91 reference velocity model, to account for known deviations from spherical symmetry in the Earth. We use the software by Tian et al. (2007a), to compute the ellipticity, $dt_{ell}$, crustal, $dt_{crust}$, and topographic, $dt_{top}$, traveltime corrections, for each seismic phase ($S, sS, ScS, sScS, SS, sSS$) present in the WKBJ synthetic. The traveltime after correction, for each seismic phase, is

$$T_{corr} = T_{BG} + dt_{ell} + dt_{crust} + dt_{top},$$

(10)

where $T_{BG}$ is the predicted traveltime for the spherically reference (background) model (IASP91 in this study). We use the 3-D global crustal model CRUST2.0 ($2° \times 2°$), by Gabi Laske, which is an updated version of an earlier model CRUST5.1 ($5° \times 5°$), by Mooney et al. (1998).

As they propagate through the Earth, seismic waves experience attenuation and dispersion resulting from microscopic dissipative processes, operating at a variety of relaxation times. Intrinsic attenuation causes dispersion of seismic velocities, decreasing the velocities of longer period waves, compared to shorter period ones. Properly correcting for the dispersion effect is crucial as we aim to use our multiple-frequency delay-times, determined in different frequency bands, to constrain velocities in the Earth. Frequency dependence of attenuation $q$ can be represented by a power law

$$q \propto q_0 \times \omega^{-\alpha}.$$

(11)

Seismic studies routinely assume that, within the seismic band, $\alpha$ cannot be resolved and thus implicitly rely on the frequency-independent attenuation model, that is $\alpha = 0$, of Kanamori & Anderson (1977). Usually, the difference in wave-speeds due to an attenuation value $q$ at two frequencies $\omega_{1,2}$ is calculated using the expression

$$\frac{V(\omega_2)}{V(\omega_1)} = 1 + \frac{q(\omega_1)}{\pi} \times \ln(\omega_2/\omega_1),$$

(12)

which is only valid when $\alpha = 0$ (Kanamori & Anderson 1977). However, non-zero values of $\alpha$ (Section 3.3) require the use of a different expression (Anderson & Minster 1979):

$$\frac{V(\omega_2)}{V(\omega_1)} = 1 + \frac{q(\omega_1)}{2} \times \cot(\alpha\pi/2) \times [1 - (\omega_2/\omega_1)^\alpha].$$

(13)

The values of $\alpha$ and $q(\omega_1)$ may significantly affect the magnitude of the dispersion correction. If one relies on a frequency-independent attenuation model, that is $\alpha = 0$, one should correct the multiple-frequency time residuals, measured by cross-correlation, by adding...
the physical dispersion correction, \( dr^{\alpha = 0}_{\text{disp}} \), to eq. (10), with
\[
d\alpha_{\text{disp}}(T) = -\frac{t^r}{\pi} \times \ln \left( \frac{T_0}{T} \right), \tag{14}
\]

\( T_0 \) is the reference period of the velocity model (\( T_0 = 1 \) s for IASP91), and \( T \) is the centre period of the Gaussian filter used to analyse the target phase. The parameter \( t^r \) is determined by kinematic ray tracing (Tian et al. 2007a)
\[
t^r = \int_0^L \frac{dt}{c \times Q}. \tag{15}
\]
The integration is along the ray path and \( Q \) is the quality factor \((Q = 1/\eta)\) from the PREM model. On the other hand, if one relies on a frequency-dependent attenuation model, that is \( \alpha \neq 0 \), one should correct the multiple-frequency time-residuals by adding a different physical dispersion correction, \( dr^{\alpha \neq 0}_{\text{disp}} \), to eq. (10), with
\[
d\alpha_{\text{disp}}(T) = -\frac{t^r}{2} \times \cot(\alpha \pi/2) \times \left[ 1 - (T/T_0)^\alpha \right]. \tag{16}
\]

2.2.5 Frequency-dependent crustal effects

Removing the crustal signature from teleseismic traveltimes is very important to reduce the trade-off between crustal and mantle velocity heterogeneities in seismic tomography.

Yang & Shen (2006) discussed frequency-dependent effects due to continental crustal reverberations on teleseismic \( P \)-wave traveltimes, if strong reverberations arrive early enough to influence the cross-correlation. They observed a difference of traveltime up to \( 10^{-3} \) s) periods. Ritsema et al. (2009) also show that at relatively low frequencies, when the wavelengths of \( P \)- and \( SH \)-waves are similar to the thicknesses of the crust, crustal traveltimes are frequency-dependent, either for continental or ocean crustal structures. They use a global crustal model to calculate maps of frequency-dependent crustal effects for distinct \( SIF \)-waves \((e.g. S, SS)\). However, such crustal corrections should only be applied to ‘single’ seismic phases, free of interference with other seismic phases. When two phases interfere, such as \( S \) and \( SS \) in the case of a shallow earthquake, we cannot add linearly the frequency-dependent crustal traveltime corrections of the two seismic phases. Indeed, the interference pattern between two phases has a very complex and non-linear frequency dependence.

In modern global tomographic studies aimed at improving image resolution, we wish to include the large amount of seismograms corresponding to shallow earthquakes. As a consequence, if one aims to correct for frequency-dependent crustal effects, we cannot ignore the non-linear problem of interference pattern between direct and deep phases. One way to account for this non-linearity is to incorporate crustal reverberations into the synthetic waveform used to cross-correlate, but this requires prior knowledge of crustal structure, not just its thickness \((e.g. Nolet 2008)\).

In this study, we directly incorporate into the WKBJ synthetics crustal phases reverberated on the receiver side, using the global crustal model CRUST2.0. We incorporate \( S \), \( SS \), \( ScS \), \( SS \), \( ScS \) and \( SS \) crustal reverberations, when they are present in our time windows with a significant amplitude. The WKBJ approach does not allow us to simultaneously model crustal phases reverberated in different crustal models. We therefore ignore crustal phases associated to surface reflection points at the source side \((e.g. SS)\), or at the bounce point in the case of \( SS \) waves.

Devilee et al. (2003) observed that interference between direct \((e.g. S)\) and deep \((e.g. SS)\) phases can also give apparent traveltime dispersion. Our modelling of the dispersion associated to crustal effects, and to direct and depth phases interference, may not be perfect, but we believe that our measured multiple-frequency traveltimes are accurate enough to assess frequency-dependent effects occurring on global \( S\)-wave traveltimes in the Earth’s mantle. The validity of this assumption can be checked by using deep earthquakes, for which crustal phases reverberated at the source side arrive too late to influence the cross-correlation, so that there is no interference between direct and depth phases. Therefore, \( S \) and \( ScS \) waves are only affected by crustal phases reverberated at the receiver side, which are incorporated in our WKBJ synthetics. We checked that all the results of this study about wavefront healing \((Section 3.1)\), scattering \((Section 3.2)\) and attenuation \((Section 3.3)\), remain the same if only deep earthquakes are used. Even if \( SS \) waves are affected by a surface reflection at the bounce point, whose associated crustal phases are not modelled here, this leads to the same result.

2.3 Data selection

A total of 28 810 earthquakes, with a body wave magnitude \( m_b \geq 5.5 \), were pre-selected from the Harvard centroid moment tensor \((CMT)\) catalog, between 1976 January 1 and 2008 March 31. We obtained broadband seismograms \((LH\) channel\), associated with the selected events, from the IRIS and GEOSCOPE data centres, at almost 270 stations of the International Federation of Digital Seismograph Networks \((FDSN)\). Only earthquakes with a magnitude such that \(5.5 \leq m_s \leq 6.5\), and with a source half duration time \( h_{\text{dur}} \leq 6\) s, were used in this study. These criteria reject waveforms strongly complicated by the earthquake rupture process \((Ritsema \& van Heijst 2002)\). Moreover, Devilee et al. (2003) show that an asymmetric source time function may cause significant dispersion at periods shorter than the source duration time, but that this dispersion is small at greater periods. As we aim to measure multiple-frequency delay-times within the long period range \(10-51\) s, our measurements are not expected to be biased by this kind of dispersion. Therefore, we assume the source time function to be Gaussian, and use the expression given by Komatitsch et al. (2002). This assumption is appropriate for global teleseismic seismograms, but for local or regional studies, one should instead try to determine the exact source time function \((Sigloch \& Nolet 2006)\).

2.4 Data set robustness

Our multiple-frequency data set includes single-phase traveltimes \((S, ScS\) and \(SS)\), completed with traveltime measurements for which the target phase interferes with its depth phase \((S+SS, ScS+S\)ScS and \(SS+S\)S\)). This kind of interference is often associated with shallow earthquakes, whereas single-phase traveltimes generally correspond to deep events. We have specifically rejected measurements associated with waveforms that could be contaminated by other kind of interference. This is important for the tomographic inversion, as we aim to associate our multiple-frequency traveltimes with the appropriate sensitivity kernels.

Fig. 2 summarizes our traveltime observations for each target phase, superimposed on the theoretical traveltime curves, as a function of epicentral distance. Although we measure traveltimes of \(SS\) phases up to distances reaching \( \sim 170\)°, those \(SS\) measurements near antipodal epicentral distances \((\geq 140\)°) should not be used with a kernel based upon the paraxial approximation \((Tian et al. 2007b)\).
Global multiple-frequency S-wave traveltimes

Figure 2. Traveltime versus epicentral distance plot showing our distribution of traveltimes for S (red), ScS (blue) and SS (green) seismic phases, superimposed to their corresponding theoretical traveltime curves. Traveltimes are given for the lowest filtering period $T$ for which each target phase has been measured (cf. Section 2.2). Theoretical traveltime curves are shown with solid lines for 0 km source depth and dashed lines for 410 km source depth. We also show an example of S (red), ScS (blue) and SS (green) ray paths into the Earth.

Nevertheless, these near antipodal SS measurements could be used with more sophisticated kernels (Calvet & Chevrot 2005).

As in previous studies (e.g. Bolton & Masters 2001), the most subtle problem that we face is the accidental measurement of a depth phase (e.g. sS) when the direct phase (e.g. S) is poorly excited. Engdahl et al. (1998) show how the problem can be reduced using statistical methods. Bolton & Masters (2001) measure the arrival polarity to identify depth phase problems. Their measurements are based on the cross-correlation between the first swing of the observed and synthetic direct phases. Our analysis relies on the entire waveform(s) of the target phase(s). We impose (see Appendix A, Section A6) a high correlation coefficient ($CC_{max} \geq 80$ per cent) between the observed and synthetic waveforms. Therefore, if a pattern of interference between two phases is present on the synthetic waveform, a similar pattern must also be met on the observed data. If this pattern is not found, the traveltimes are not measured. Uncertainties on Harvard centroid moment tensor (CMT) solutions are likely to affect the relative amplitudes of the direct and depth phases, especially when one of the take-off azimuth is near a nodal plane. In this case, the observed and synthetic two-phase waveforms are expected to differ, that is $CC_{max}$ is low, and the data are rejected. The cross-correlation criteria, that is $CC_{max} \geq 80$ per cent, associated with a waveform search in a specific time window (Appendix A and Section A5), enable us to reject a large number of data for which the CMT source mechanism is not reliable. This is especially true for near nodal measurements for which inaccuracies in the CMT solution often imply significant differences between the observed and synthetic waveforms. This allows us to discard most accidental measurements of a depth phase when the direct phase is poorly excited.

Although our database has been built for the transverse component (SH), our approach can also be easily extended to $P$ or $SV$ components, provided that (1) new crustal phases, as for instance from $P$ to $S$ conversions in the crust, are modelled and added in the synthetics; (2) new depth phases, such as $pS$, are added in the synthetics and (3) new seismic phases interference patterns, such as $S$ with $SKS$, are taken into account.

2.5 Global patterns in the data

Fig. 3 displays the ray coverage achieved with our database, for different depth ranges covering the entire lower mantle. The current coverage of seismic stations allows us to achieve a good sampling of the Northern Hemisphere for all but the rays with the shallowest lower mantle turning depths. Coverage in the Southern Hemisphere

Figure 3. Ray density maps per $6^\circ \times 6^\circ$ cells, shown at four different depth slices. The colourscale represents the number of rays in each cell, normalized by the cell size. Cells with less than 10 rays are shown in white.
still remains a problem, but many areas appear to be sampled well enough to reveal consistent patterns.

Fig. 4 shows the geographic distributions of the $S$ and ScS residuals, plotted at the surface projection of the ray turning points. Residuals are averaged in $6^\circ \times 6^\circ$ cells and shown over four ray turning depth ranges. As in previous studies (Bolton & Masters 2001; Houser et al. 2008), we observe large-scale patterns in both sign and amplitude. These patterns are clearly associated with the long wavelength structure seen in global tomography. Our observations suggest fast regions beneath Asia, Arctic, North and South America in the depth range between 650 and 1700 km. For example, strong fast residuals observed at turning points between 650 and 1700 km, below the northern part of South America, correspond to the subduction of the Nazca Plate (Van der Hilst et al. 1997). These time residuals are consistent with the high-velocity ring around the Pacific seen in most $S$-wave tomographic models (e.g. Dziewonski 1984; Masters et al. 1996, 2000). The deep turning rays, deeper than 1700 km are delayed by the slow areas seen in global tomography (e.g. Ritsema et al. 1999) at the base of the mantle over much of the central Pacific Ocean and beneath South Africa. The agreement between our observations and global tomography suggests that mantle structure in the region of the ray turning point is responsible for most of the observed patterns.

3 FREQUENCY-DEPENDENT EFFECTS ON GLOBAL $S$-WAVE TRAVELTIMES

In this section, we focus on frequency-dependent effects occurring on global $S$-wave traveltimes in the mantle. If a residual traveltime dispersion is indeed structural and observable, we would have a new constraint on the nature of seismic heterogeneity and attenuation in the Earth’s interior.

Table 2 summarizes the mean and standard deviation of our $S$, ScS and SS multiple-frequency time residual measurements, in our period range of analysis. After correction for physical dispersion (cf. Section 3.3 and Fig. 9) due to intrinsic anelastic processes, under the hypothesis of a frequency-independent attenuation (i.e. $\alpha = 0$), we observe a clear frequency-dependency in our measurements. For instance, when the period

<table>
<thead>
<tr>
<th>Period (s)</th>
<th>10</th>
<th>15</th>
<th>22.5</th>
<th>34</th>
<th>51</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$ waves</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>19008</td>
<td>36708</td>
<td>49089</td>
<td>46000</td>
<td>38238</td>
</tr>
<tr>
<td>$\mu$ (s)</td>
<td>0.6</td>
<td>0.9</td>
<td>1.4</td>
<td>1.7</td>
<td>2.6</td>
</tr>
<tr>
<td>$\sigma$ (s)</td>
<td>±5.5</td>
<td>±5.6</td>
<td>±5.8</td>
<td>±5.8</td>
<td>±6.4</td>
</tr>
<tr>
<td>ScS waves</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>4939</td>
<td>10094</td>
<td>13069</td>
<td>11480</td>
<td>8801</td>
</tr>
<tr>
<td>$\mu$ (s)</td>
<td>−2.8</td>
<td>−3.8</td>
<td>−4.7</td>
<td>−6.1</td>
<td>−8.3</td>
</tr>
<tr>
<td>$\sigma$ (s)</td>
<td>±8.1</td>
<td>±8.4</td>
<td>±8.3</td>
<td>±8.1</td>
<td>±8.5</td>
</tr>
<tr>
<td>SS waves</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>4189</td>
<td>21777</td>
<td>49963</td>
<td>50041</td>
<td>40882</td>
</tr>
<tr>
<td>$\mu$ (s)</td>
<td>0.2</td>
<td>0.7</td>
<td>1.2</td>
<td>1.2</td>
<td>1.5</td>
</tr>
<tr>
<td>$\sigma$ (s)</td>
<td>±8.5</td>
<td>±8.1</td>
<td>±7.7</td>
<td>±7.5</td>
<td>±7.9</td>
</tr>
</tbody>
</table>

Where $N$ is the number of measurements, $\mu$ is the mean, and $\sigma$ is the standard deviation of the best fitting Gaussian function of each histogram of our $S$, ScS and SS data sets. Both single-phase (e.g. $S$) and two-phase (e.g. $S+sS$) time residuals are considered.
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increases, the mean delay-time decreases for $ScS$ phases but increases for $S$ and $SS$ (cf. Table 2). At first glance, the frequency-dependency observed in our global measurements is not directly related to specific seismic heterogeneity or attenuation in the mantle.

So far, global tomographers have only relied on the inversion process (i.e. solving eq. 1) to unravel all the complex frequency-dependency information contained in their global multiple-frequency traveltime measurements (e.g. Montelli et al. 2004a). In the following, we aim to give evidence that a residual structural dispersion is contained in our data. We first point out, in Section 3.1, that wavefront-healing produced by very low velocity anomalies is clearly observed in our $S$-wave data set and may contribute to the observed $SS$ dispersion. We also report on our observation that $ScS$ waves of our global data set travel faster at low-frequency than at high-frequency. We suggest, in Section 3.2, that a preferred sampling of high-velocity scatterers located at the CMB, may explain the peculiar $ScS$ dispersion pattern. Finally, we argue, in Section 3.3, that the globally averaged dispersion observed for $S$ and $SS$ traveltimes is compatible with a frequency-dependent attenuation model for the average mantle.

3.1 Evidence for wavefront-healing from local to global scale

An important effect caused by the wave’s frequency being finite is wavefront-healing (Nolet & Dahlen 2000; Hung et al. 2001; Nolet et al. 2005). Wavefront-healing is a ubiquitous diffraction phenomenon, which depends upon the wave’s frequency and the anomaly size. It occurs whenever the scale of any geometrical irregularities in a wavefront are comparable to the wavelength of the wave (Gudmundsson 1996), and affects cross-correlation traveltime measurements (Hung et al. 2001). That is, a low-velocity anomaly creates a delayed wavefront with an unperturbed zone that may be filled in (i.e. healed) by energy radiating from the sides, using Huygens’ Principle (Nolet et al. 2005). Wavefronts of longer waves heal more quickly as a function of distance from the perturbation (e.g. Nolet 2008). Therefore, if a seismic wave passes through a low-velocity anomaly, the longer the wave period is, the more important the healing will be, and therefore the less the wave will be apparently delayed at the receiver. The corresponding time residuals, $dt$, measured by cross-correlation at different filtering periods, $T$, will then lead to a decreasing dispersion curve $dt(T)$.

3.1.1 Wavefront-healing at local scale

Here we focus on traveltime dispersion of $S$ waves recorded at the LKWy broadband seismic station (Fig. 5), which belongs to the US network. This station has the particularity of being located above the Yellowstone hotspot, whose seismic signature is a very low velocity anomaly (Fig. 5c). When the wave’s period increases, such as its wavelength grows to a length comparable to the dimension of the anomaly, wavefront-healing becomes significant even at short distance from the anomaly. A seismic wave travelling through the Yellowstone low-speed anomaly is then expected to be significantly affected by wavefront-healing when recorded at the LKWy receiver. The corresponding dispersion curve, $dt(T)$, is therefore expected to decrease. For comparison, we also analyse traveltime dispersion of $S$ waves recorded at five other seismic stations located in the close vicinity of the LKWy station (Figs 5a and b). All these $S$ waves are associated with earthquakes located in similar regions along the AA’ profile (Fig. 5a), so that we can attribute the observed traveltime differences to the receiver side.

Fig. 6 shows the associated dispersion curves, measured within the 10–51 s period range. We plot $dt(T) = dt(T = 10 \text{ s})$ so that increasing/decreasing dispersion curves are above/below zero of the $y$-axis. $dt(T = 10 \text{ s})$ provides an information on the average velocity anomaly model at 200 km depth around the Yellowstone hotspot. (c) Cross-section showing the Yellowstone hotspot (low velocity anomaly) beneath the seismic station LKWy. The tomographic model (MITP–USA–2007NOV) is from Burdick et al. (2008). The colourscale shows in red/blue the low/high velocity anomalies, respectively.

Figure 5. (a) Map showing all the ray paths used in Fig. 6 and six seismic stations located in the vicinity of the Yellowstone hotspot. (b) $P$-wave velocity anomaly model at 200 km depth around the Yellowstone hotspot. (c) Cross-section showing the Yellowstone hotspot (low velocity anomaly) beneath the seismic station LKWy. The tomographic model (MITP–USA–2007NOV) is from Burdick et al. (2008). The colourscale shows in red/blue the low/high velocity anomalies, respectively.
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velocity anomaly encountered by $S$ waves between the source and the receiver. We therefore plot dispersion curves with $dt(T = 10s) < 4s$ in cool colours (blue, cyan and green) and dispersion curves with $dt(T = 10s) \geq 4s$ in warm colours (orange and red), where blue/red are for the lowest/highest values of $dt(T = 10s)$. We see that (a) $\sim 85$ per cent of the dispersion curves recorded at station LKWY, which is located above the Yellowstone hotspot, are decreasing and displayed in warm colours; (b–f) at the other stations, $\sim 83$ per cent of the dispersion curves are increasing and mainly displayed in cool colours. This observation suggests that the particular dispersion pattern recorded at LKWY is due to wavefront-healing and related to the crossing of the Yellowstone low-speed anomaly.

Figure 6. Dispersion curves $dt(T) - dt(T = 10s)$ of $S$ waves recorded at six stations located in the vicinity of the Yellowstone hotspot. We plot dispersion curves with $dt(T = 10s) < 4s$ in cool colours (blue, cyan and green) and dispersion curves with $dt(T = 10s) \geq 4s$ in warm colours (orange and red), where blue/red are for the lowest/highest values of $dt(T = 10s)$. Fig. 6(a) shows that $85\%$ of the 59 dispersion curves recorded at LKWY are decreasing and associated with $dt(T = 10s) \geq 4s$ (warm colours).

Figs 6(b–f) also show that at the other stations, $\sim 83$ per cent of the dispersion curves are increasing and mainly associated with $dt(T = 10s) < 4s$ (cool colours). The large positive time residuals observed at station LKWY are likely to be due to the low-speed anomaly observed below Yellowstone (Fig. 5c). Our observations suggest that the particular dispersion pattern recorded at LKWY is due to wavefront-healing and related to the crossing of the Yellowstone low-speed anomaly.

3.1.2 Wavefront-healing at global scale

The case of Yellowstone hotspot (cf. Section 3.1.1) suggests that, at least at local scale, our frequency-dependent $S$-wave travel times contain structural dispersion. In this section, we show that wavefront-healing effect is also present at global scale.

We first consider $\sim 12\,000$ $S$ dispersion curves for which $S$ wave traveltimes have been successfully measured at 15, 22.5 and 34 s periods. Measurements at 10 s period were omitted because the number of measurements was not important enough (cf. Table 2), mainly because of the oceanic noise and mantle attenuation. Those at 51 s periods were also not used because of the often too large associated errors. With these two restrictions, we were able to extract a large subset of high quality $S$ data (Fig. 7c). Fig. 7(a) shows the percentage of decreasing $S$ dispersion curves as a function of the time residual at 15 s period, $dt(T = 15s)$. That is, among all the $S$ dispersion curves $dt(T)$ sharing the same value of $dt(T = 15s)$, we plot the relative number of them that are decreasing. For $S$ waves having encountered velocity anomalies producing $-10s \leq dt(T = 15s) < 5s$, the percentage of decreasing dispersion curves is almost constant and equal to $\sim 25$ per cent. However, the percentage of decreasing dispersion curves linearly increases by a factor of 2.5 between $dt(T = 15s) = 5s$, where it is equal to $\sim 25$ per cent, and $dt(T = 15s) = 12s$, where it is equal to $\sim 65$ per cent. This observation suggests that, at global scale, $S$ waves travelling across very low velocity anomalies experience wavefront-healing, a frequency-dependent effect which produces decreasing dispersion curves.

We then consider $\sim 17\,500$ $SS$ dispersion curves for which travel-times have been successfully measured at 15, 22.5 and 34 s periods (Fig. 7d). On Fig. 7(b), the percentage of decreasing dispersion curves associated with $dt(T = 15s) \leq -2s$, corresponding to $S$ waves having encountered high velocity anomalies, is almost constant and equal to $\sim 45$ per cent. Then, it increases linearly by a factor of 1.5 from $-45$ per cent, at $dt(T = 15s) = -2s$, to $\sim 65$ per cent, at $dt(T = 15s) = 13s$. This behaviour is more difficult to interpret than in the case of $S$ waves. The fact that a smaller increase in the percentage of decreasing dispersion curves is observed over a broader interval of $dt(T = 15s)$ values, not always indicating very low velocity anomalies, is at first glance more difficult to associate with wavefront healing. However, it is important to keep in mind that $SS$ waves have a surface reflection at their bounce points, whose associated frequency-dependent crustal effects are not modelled in our WKBJ synthetics (Section 2.2.5). The associated travelttime sensitivity kernel is also more complex than for $S$ waves, especially as $SS$ waves encounter two caustics along their paths (e.g. Hung et al. 2000). Their longer journey into the lithosphere also makes them more likely to be affected by strong scattering effects (scattering effects will be discussed in Section 3.2). One part of the signal seen on Fig. 7(b) may be due to wavefront-healing effect. It is however likely that other effects compete and contribute to the $SS$ dispersion. The behaviour of $SS$ waves would reflect their more complex sensitivity to the 3-D structure.
Finally, we consider \( \sim 7500 \) ScS dispersion curves for which traveltimes have been successfully measured at 15, 22.5 and 34 s periods. We find that \( \sim 85 \) per cent of these dispersion curves are decreasing. This tendency is also observed from the time residual of our entire ScS data set averaged at each period (Table 2). However, the large majority of decreasing dispersion curves cannot be due to wavefront healing, as this would require a preferential sampling of low velocity anomalies. We will see in the next section that, although our ScS data set provides a non-uniform sampling of the mantle, there are clear evidences for a preferential sampling of high-velocity anomalies near the CMB.

3.2 Scattering on ScS waves at CMB

Our ScS data set shows a peculiar behaviour with a large majority of decreasing dispersion curves associated with negative time residuals. In addition to wavefront-healing, we can reject intrinsic attenuation as a possible cause of this peculiar pattern. We show in Sections 2.2.4 and 3.3 that although intrinsic attenuation causes dispersion curves of seismic velocities, its effect is to produce increasing dispersion curves, by decreasing the velocity of long period waves compared to shorter period ones. In the following, we explore the possibility of explaining the dispersion pattern of our ScS data by scattering effect, related to high velocity scatterers located at the CMB.

We consider here a seismogram \( s(t) \) as a succession of pulse-like arrivals \( u_i(t) \), each with an amplitude \( A_i \) and a traveltime \( \tau_i \), plus some noise \( n(t) \). In the framework of Born theory, we add the contribution \( \delta \tau_i \) of waves scattered from the wavefront around ray \( i \). If we consider a \( S \)-wave striking a seismic heterogeneity, because the \( S \)-wave itself travels the path of minimum time, the scattered signal cannot arrive earlier than the direct wave. However, this does not mean that it always has a delaying influence on the measured traveltime (Nolet 2008). The addition of \( \delta \tau_i \) to \( u_i \) deforms the waveshape and therefore may have a delaying or an advancing effect, depending on the sign of the scattered wave. The sign of the scattered wave is determined by the sign of the velocity anomaly that causes the scattered wave. High- and low-velocity scatterers generate scattered waves with negative and positive polarities, respectively (Nolet et al. 2005). The effect of adding \( \delta \tau_i \) is to re-distribute the energy within the cross-correlation window. Under the paraxial approximation, the sensitivity kernel of traveltime with respect to velocity perturbation (Dahlen et al. 2000) may be written as

\[
K^\tau(r_i) = -\frac{1}{2\pi c(r_i)} \times \frac{R_x \times R_x}{c_i R_{ss}} \times \xi
\]  

(17)

with

\[
\xi = \int_0^\infty \omega^2 |\hat{m}(\omega)|^2 \times \sin[\omega \Delta T(r_i) - \Delta \Phi(r_i)]d\omega.
\]

(18)

\( \Delta \Phi \) is the phase shift due to passage through caustics or super critical reflection, \( R_{xx} \), \( R_{ss} \) and \( R_{ss} \) are the geometrical spreading factors, and \( \Delta T \) is the detour time of the scattered wave. Unless the wave is supercritically reflected with an angle-dependent phase shift, \( \Delta \Phi \) takes three possible values: 0, \(-\pi/2\) and \(-\pi\) (Dahlen et al. 2000; Hung et al. 2000). If we only consider \( S \) and ScS phases, we have \( \Delta \Phi = 0 \). The numerator of eq. (18) then consists of the term \( \sin(\omega \Delta T) \) modulated by the power spectrum \( |\hat{m}(\omega)|^2 \) and a factor \( \omega^2 \). One may expect that the kernel has a maximum near \( \omega_0 \Delta T = \pi/2, \) or for \( \Delta T = T_0/4 \), if \( T_0 \) is the dominant period of the signal (Nolet 2008). If there is no phase shift, one may assume (e.g. Nolet et al. 2005) that \( \delta \tau_i \) preserves the shape of \( u_i(t) \) (they will only differ by their amplitudes). Let the polarity of the scattered wave be negative, as for a high-velocity anomaly. The measurement process consists of cross-correlating the observed and synthetic waveforms, for instance filtered around the period \( T_0 = 10 \) s. The time residual \( dt \) corresponds to the maximum of the cross-correlation of the perturbed wave \( u_i(t) + \delta u_i(t) \) (i.e. the observed waveform) with the unperturbed wave \( u_i(t) \) (i.e. the synthetic
waveform). The observed waveform is expected to be dominated by arrivals of scattered waves with detour times close to \( \Delta T_i(T_0 = 10 \text{ s}) = T_0/4 = 2.5 \text{ s} \), corresponding to the maximum sensitivity of the associated kernel. The contribution of these scattered waves is to decrease the amplitude of the observed waveform, around the time \( \tau_i + \Delta T_i(T_0) \), compared to the synthetic waveform, such as this will have an advancing effect on the time residual \( dt \). We have checked that this advancing effect may be expected to increase with the period \( T_0 \). For instance, at \( T_0 = 34 \text{ s} \), the observed waveform should be dominated by scattered waves with detour times close to \( \Delta T_i(T_0 = 34 \text{ s}) = 8.5 \text{ s} \). This will then decrease the amplitude of a latter part of the observed waveform, which means a greater advancing effect on \( dt \). Therefore, in regions where high velocity scatterers dominate, we expect an apparent dispersion with \( dt(T_0 = 10 \text{ s}) > \Delta t(T_0 = 34 \text{ s}) \), corresponding to a decreasing dispersion curve \( dt(T) \). In regions where low-velocity scatterers dominate, we have checked that we may expect an increasing dispersion curve. In such low-velocity regions, we also expect that wavefront-healing (cf. Section 3.1) and scattering effects are competing.

A significant difference between ScS waves and the remaining part of our data set is that ScS waves cross the D’’ discontinuity, which is located \( \sim 300 \text{ km} \) above the CMB. This D’’ discontinuity is associated with a sharp increase in S-wave velocity and marks the top of a very heterogeneous zone at the bottom of the mantle. This region is not sampled by our deepest S and SS waves, which bottom near 2400 km depth. Deeper S waves interfere with the ScS waveforms and have been rejected by our selection process (cf. Appendix A). Using Sdiff waves would help to better understand frequency-dependent effects on global S waves in the D’’ layer (e.g. To & Romanowicz 2009). However, Sdiff are not used in this study, as they cannot be properly synthesized with WKBJ synthetics.

We consider \( \sim 3300 \) earthquake-station couples in the epicentral distance range 55–70 degrees, with both S and ScS dispersion curves successfully measured at 15, 22.5 and 34 s periods. At these distances, S and ScS waves have very similar traveltime sensitivity kernels except near the bottom of the mantle (Figs 8b and c), so that we can attribute their traveltime differences to velocity anomalies located above the CMB. Figs 8(a) and (d) show that the high-velocity ring around the Pacific and in eastern Asia at the CMB is preferentially sampled by our restricted ScS data set. The fast anomalies at the CMB are thought to be a collection of slab material (Van der Hilst et al. 1997), although this interpretation is still difficult to prove or disprove. Houser et al. (2008) also find fast anomalies at the CMB surrounding the entire Pacific Plate and attribute them to the cold remnants of past subduction. Very few of our ScS waves cross the low-velocity anomalies present at the base of the mantle over much of the central Pacific Ocean and beneath South Africa (e.g. Ritsema et al. 1999). For this restricted data set, we find that \( \sim 85 \) per cent of the dispersion curves are decreasing for ScS waves, compared to \( \sim 25 \) per cent for S waves (Figs 8e–f). This suggests that scattering effect, related to a preferential sampling of high-velocity scatterers located at the base of the mantle, is a plausible explanation for the peculiar dispersion observed for ScS waves.

### 3.3 Frequency-dependent attenuation

The mantle acts as an absorption band for seismic waves (e.g. Anderson 1976) and attenuation \( q \) depends on the frequency of oscillation. Within the absorption band, attenuation is relatively high and its frequency-dependent effects are expected to be weak for long period body waves (e.g. Sipkin & Jordan 1979), that is within the 10–51 s period range of analysis of this study. The frequency dependence of the attenuation \( q \) can be described by a power law \( q \propto \omega^{-\alpha} \) (eq. 11), with a model-dependent \( \alpha \), usually thought to be smaller than 0.5 (Anderson & Minster 1979). Constraining the frequency dependence of intrinsic seismic attenuation in the Earth’s mantle is crucial to properly correct for velocity dispersion due to attenuation. Global tomographic models usually rely on a frequency-independent attenuation model (Kanamori & Anderson 1977), corresponding to the case \( \alpha = 0 \). A non-zero \( \alpha \) implies that seismic waves of different frequencies are differently absorbed.

Figure 8. We selected a set of \( \sim 3300 \) epicentre-station couples in the distance range 55–70 degrees, with both S and ScS dispersion curves successfully measured at 15, 22.5 and 34 s periods. (a) Difference of time residuals at 15 s period between ScS and S waves, that is \( dt_{\text{ScS}}(T = 15 \text{ s}) - dt_{\text{S}}(T = 15 \text{ s}) \), averaged in \( 6' \times 6' \) cells and geographically plotted at their corresponding CMB locations. (b) Traveltime sensitivity Fréchet kernel (in \( \text{sm}^{-1} \)) for S wave, computed using the software by Tian et al. (2007b). (c) Fréchet kernel for ScS wave. (d) Histogram of ScS-S residuals at 15 s period. (e,f) Our results show that \( \sim 85 \) per cent of the dispersion curves are decreasing for ScS waves, compared to \( \sim 25 \) per cent for S waves. This argues in favour of strong scattering effect occurring on ScS waves, owing to preferential sampling of high velocity scatterers at CMB. 2σ error bars are determined by bootstrap technique.
attenuated, and accordingly modifies the velocity dispersion relation (Section 2.2.4). Despite observational and experimental advances, no clear consensus concerning the value of α for the Earth’s mantle has emerged over the past 25 yr. Nevertheless, theoretical predictions of α > 0 have been systematically confirmed in various laboratory studies. A recent review by Romanowicz & Mitchell (2007) identifies a number of studies that collectively constrain α to the 0.1–0.4 range. Using normal mode and surface wave attenuation measurements, Lekic et al. (2009) find that α = 0.3 should better approximate the α representative of the average mantle, at periods between 1 and 200 s. Their preferred model of frequency dependence of attenuation is also consistent with other studies that have relied upon body waves and have focused on higher frequencies. Looking at the decreasing trend of the S/ScS ratios at periods shorter than 12 s. Flanagan & Wiens (1998) found an α value of 0.1–0.3 was needed to reconcile attenuation measurements on sS/S and pP/P phase pairs in the Lau basin.

In this study, we have measured globally distributed multiple-frequency time residuals of thousands of S waves, within the 10–51 s period range (Table 2). These measurements have been corrected from physical dispersion relying on a frequency-independent attenuation model (Kanamori & Anderson 1977). Sampling of the Earth’s lower mantle corresponding to our S data set is mostly global (cf. Fig. 3). Table 2 shows the globally averaged time residual of S waves at each period T between 10 and 51 s, denoted by µS(T) in the following. We observe that, when the period T increases, the globally averaged time residual µS(T) slightly increases (cf. the blue curve on Fig. 9). At first glance, it is very difficult to explain with scattering effect only that µS(T) is positive and increases within our period range. Indeed, this would require a preferred sampling of low-velocity scatterers (Section 3.2) in the mantle, above 2400 km depth, for which there is no evidence at global scale. Wavefront-healing cannot explain such a positive and increasing averaged dispersion curve µS(T) (Section 3.1).

By only considering attenuation effect, long period seismic waves should arrive later than short period ones (cf. Section 2.2.4 and Fig. 9). An underestimation of this effect in our attenuation correction may therefore account for a major part of the observed increasing behaviour of µS(T). Here, we propose to explain the averaged S residual dispersion, remaining after the common correction of physical dispersion with α = 0, by taking into account the possible frequency-dependency of attenuation with a non-zero α. We find that a frequency-dependent attenuation with α = 0.2 better accounts for our frequency-dependent S traveltimes, as it predicts a globally averaged time residual µS(T) very close to zero at each period (cf. the red curve on Fig. 9). This value of α = 0.2 is close to the value of 0.3 found by Lekic et al. (2009) for the average mantle, at periods lower than 200 s (and longer than 1 s). An α value of 0.2 is also compatible with other studies (e.g. Romanowicz & Mitchell 2007).

We need however to consider that there is a trade-off between Q (i.e. τs) and α, as shown by eq. (16). That is, when considering a single S wave propagating in the mantle, we might also explain its residual dispersion by varying both Q and α. In this study, we use the radial PREM Q model, because 3-D variations of Q are not well constrained in the Earth’s mantle. We believe that, considering a radial (1-D) Q model to interpret the observed globally averaged S residual dispersion (cf. Fig. 9), is reasonable because our thousands of S waves average the 3-D variations of Q sufficiently well in the average mantle. Our results suggest that applying a frequency-dependent attenuation correction with α = 0.2, is a plausible explanation for the averaged residual dispersion of S waves observed in the entire 10–51 s period range.

Table 2 also suggests a slight increase of the globally averaged time residual µSS(T) for SS waves in the 10–51 s period range. In this case, we find that a frequency-dependent attenuation, with α > 0.1, better accounts for our frequency-dependent SS traveltimes, as it predicts a globally averaged time residual µSS(T) very close to zero at each period. Compared with S waves, SS waves experience a longer journey into the lithosphere and upper mantle. It is therefore possible that the different α values obtained with S and SS waves reflect their different sampling of the Earth’s mantle.

We observe a decrease of the averaged time residual µScS(T) for ScS waves in the 10–51 s period range (Table 2). In this case, a frequency-dependent attenuation, with α > 0, would reinforce the decreasing trend of the ScS residual dispersion. Our ScS dispersion pattern can therefore not be explained by a frequency-dependent attenuation with α > 0. This favours scattering, instead of attenuation, to explain the particular ScS dispersion pattern (Section 3.2).

Our observation that frequency-dependent effects of Q might explain the averaged residual dispersion of our global S data set is compatible with the idea that other diffraction phenomena (e.g. wavefront-healing and scattering) can be predominant on individual data. As far as physical dispersion remains weak compared to the observed residual dispersion, the error that we make in the evaluation of this physical dispersion correction is unlikely to change the residual dispersion patterns we have observed and related to structural effects (cf. Sections 3.1 and 3.2). We have checked that wavefront-healing is similarly observed in our S and SS data sets with a new attenuation correction corresponding to a non-zero α.
This conclusion supports other previous studies which suggest that incorporating anelastic dispersion cannot completely account for the observed S-wave discrepancy (e.g. Liu et al. 1976; Baig & Dahlen 2004).

4 Conclusion
We have built a global database of \( \sim 400\,000 \) S, ScS and SS traveltimes measured at five different periods (10, 15, 22.5, 34 and 51 s). An automated scheme for measuring long period body wave traveltimes in different frequency bands has been presented. The scheme comprises of two main parts. The first involves an automated selection of time windows around the target phases present on both the observed and synthetic seismograms. The second stage involves measurements of multiple-frequency traveltimes by cross-correlating the selected observed and synthetic filtered waveforms. Frequency-dependent effects due to crustal reverberations beneath each receiver are handled by incorporating crustal phases into WKBJ synthetic waveforms. The obtained multiple-frequency S-wave traveltimes are well suited for global multiple-frequency tomographic imaging of the Earth’s mantle.

After correction for physical dispersion due to intrinsic anelastic processes, we observe a residual dispersion on the order of 1–2 s in the period range of analysis. This dispersion occurs differently for S, ScS and SS, which is presumably related to their differing paths through the Earth. Our results show that: (1) Wavefront-healing phenomenon produced by very low velocity anomalies is observed in our S and, to a lesser extent, SS traveltimes. (2) A preferred sampling of high velocity scatterers located at the CMB may explain our observation that ScS waves travel faster at low frequency than at high frequency. (3) The globally averaged dispersion observed for S and SS traveltimes favour a frequency-dependent attenuation model \( q(\omega) \propto q_0 \times \omega^{-\alpha} \), with an \( \alpha \) value of \( \sim 0.2 \) for S waves and \( \sim 0.1 \) for SS waves.

Our results therefore suggest that the residual dispersion observed in our data is, at least partly, related to seismic heterogeneity and attenuation in the Earth’s interior. With this, we feel that tomographic reconstruction schemes, that explicitly take account of frequency dependency, should help to build a more accurate picture of the Earth’s mantle. Our expectations are that, with the newly processed observations, one may be able to shed light on some key small-scale features present in the mantle, and in doing so, better constrain mantle dynamics.
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APPENDIX A: TIME WINDOWS SELECTION

We describe here our time windows selection and seismic phase isolation methodology, which largely makes use of the ideas of Maggi et al. (2009). The main differences are the following: (1) in step 1 we work on the rotated SH component; (2) in steps 2, 3, 4 and 5, we perform all the operations on the observed and synthetic seismograms (i.e. not on the synthetic only); (3) in step 6, we test all possible combinations of time windows before deciding on an optimal pair of observed and synthetic waveforms, corresponding to the target seismic phase. For this study, our codes have been tuned to measure traveltimes of SH waves, which have the advantage of being free of P energy. There is no difficulty in applying the same approach to SV' and P waves, although it is likely that interference between S and P energy would result in fewer windows surviving the selection criteria.

A1 Step 1: pre-selection

The purpose of this step is to pre-process input seismograms and reject noisy records. Three components seismograms are first rotated along the SH component. The observed seismograms are then bandpass filtered with a non-causal Butterworth filter, whose short- and long-period corners are denoted by $T_1$ and $T_2$, respectively.
Table A1. Overview of standard and fine tuning parameters, as defined by Maggi et al. (2009), with the values used in this study.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_p = 1 )</td>
<td>Power signal-to-noise ratio threshold</td>
</tr>
<tr>
<td>( r_d = 2.5 )</td>
<td>Amplitude signal-to-noise ratio threshold</td>
</tr>
<tr>
<td>( r_0 = 2.5 )</td>
<td>Signal-to-noise ratio single windows</td>
</tr>
<tr>
<td>( WL = 0.1 )</td>
<td>Water level</td>
</tr>
</tbody>
</table>

Fine tuning parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_0 = 0.7 )</td>
<td>For rejection of internal minima</td>
</tr>
<tr>
<td>( C_1 = 3 )</td>
<td>For rejection of short windows</td>
</tr>
<tr>
<td>( C_2 = 0.1 )</td>
<td>For rejection of un-prominent windows</td>
</tr>
<tr>
<td>( C_{3a} = 1, C_{3b} = 2 )</td>
<td>For rejection of multiple distinct arrivals</td>
</tr>
<tr>
<td>( C_{4a} = 3, C_{4b} = 12 )</td>
<td>For curtailing of windows</td>
</tr>
</tbody>
</table>

Where the tuning parameters \( C_{3a}, C_{3b}, C_{4a} \) and \( C_{4b} \) are used in this study as described by Maggi et al. (2009).

Following Maggi et al. (2009), we define the time-normalized power in the signal and noise portions of the data by

\[
P_{\text{signal}} = \frac{1}{t_e - t_A} \int_{t_A}^{t_e} d^2(t) \, dt \tag{A1}
\]

and

\[
P_{\text{noise}} = \frac{1}{t_d - t_0} \int_{t_0}^{t_d} d^2(t) \, dt, \tag{A2}
\]

where \( d(t) \) is the observed seismogram, \( t_0 \) is the start time, \( t_d \) is set to be slightly before the time of the first arrival and \( t_e \) is the end of the main signal. We compute the power signal-to-noise ratio

\[ SNR_p = \frac{P_{\text{signal}}}{P_{\text{noise}}} \]

and the amplitude signal-to-noise ratio

\[ SNR_a = \frac{A_{\text{signal}}}{A_{\text{noise}}} \]

where \( A_{\text{signal}} \) and \( A_{\text{noise}} \) are the maximum values of \( |d(t)| \) in the signal and noise time-spans, respectively. We reject records for which \( SNR_p < r_p \) or \( SNR_a < r_a \) (Table A1).

A2 Step 2: short-term/long-term average ratios

Seismic phase arrivals are detected using standard short-term/long-term (STA:LTA) average ratios. In contrast to Maggi et al. (2009), this STA:LTA analysis is applied to both the observed and synthetic seismograms. We first compute the envelopes of the observed and synthetic seismograms. The envelope \( e(t) \) of a seismogram \( s(t) \), whose Hilbert transform is noted \( H[s(t)] \), is given by:

\[
e(t) = |s(t)| + i \cdot H[s(t)]. \tag{A3}
\]

Assuming that both observed and synthetic waveforms are discretized with time-step \( \delta t \), we compute the short-term \( S(i) \) and long-term \( L(i) \) averages for each time sample \( i \) of the envelope, using:

\[
S(i) = C_S \cdot S(i - 1) + e(i) \tag{A4}
\]

\[
L(i) = C_L \cdot L(i - 1) + e(i) \tag{A5}
\]

and evaluate their ratios

\[
E(i) = S(i)/L(i). \tag{A6}
\]

The constants \( C_S \) and \( C_L \) determine the decay of the relative weighting of earlier parts of the signal in the calculation of the current average. Following Bai & Kennett (2001), we use \( C_S = 10^{-0.5/T_1} \) and \( C_L = 10^{-0.5/12T_1} \). Fig. A1(a) shows an example of observed and synthetic waveforms. The corresponding envelopes \( e(t) \) and STA:LTA waveforms \( E(i) \) are shown in Figs A1(b) and (c), respectively.

A3 Step 3: time windows isolation

At this stage, the intention is to list all possible time windows present on the observed and synthetic STA:LTA waveforms \( E(i) \).

As underlined by Maggi et al. (2009), the agreement between local maxima in \( E(i) \) and the position of seismic phases on the observed and synthetic seismograms, as well as the correspondence between local minima and the transitions between successive phases, suggest that time windows should start and end at local minima surrounding a maximum in \( E(i) \) (Fig. A1). We first select all maxima in \( E(i) \) lying above a given water level \( WL \) (Table A1) on the observed and synthetic waveforms. The water level is identical for the observed and synthetic waveforms. Each maximum is then taken as a ‘seed’ maximum about which all possible candidate time windows can be created around it. The time windows start and end at local minima of the STA:LTA waveforms \( E(i) \). We consider all local minima before the seed maximum as a potential start time for the window, and all local minima after the seed maximum as a potential end time. Therefore, each candidate time window is defined by three times: its start time, its end time and the time of its seed maximum.

A4 Step 4: shape-based time windows rejection

At this stage, we are left with a list of possible time windows surrounding the target phases present on the observed and synthetic seismograms. We first reject windows based on the shape of the STA:LTA waveforms \( E(i) \). The aim of this shape-based window rejection is to extract observed and synthetic time windows with well-developed single phases (e.g. \( S \)) or groups of phases (e.g. \( S+S \)). We use the same criteria as in Maggi et al. (2009), except that we apply them on both the synthetics and observed STA:LTA waveforms.

First, we reject all time windows that contain internal local minima in \( E(i) \) whose amplitude is less than \( C_0 WL \) (Table A1). This choice forces a partition of unequivocally distinct seismic phases into separate time windows. Secondly, we reject short windows whose length is smaller than \( C_1 T_1 \) (Table A1). This criteria allows us to reject windows which are too short to contain useful information. Thirdly, we reject time windows whose seed maximum rises by less than \( C_2 WL \) above either of its adjacent minima (Table A1). Finally, we reject time windows containing at least one strong phase arrival that is well separated in time from the seed maximum time. This allows us to distinguish inseparable phase groups from distinct seismic phases that arrive close in time.

A5 Step 5: SNR and time interval based windows rejection

At this stage, we are left with several pairs of observed and synthetic time windows containing well-developed single (or groups of) seismic phase(s). We wish to extract the optimal pair of observed and synthetic time windows for each target phase. This task is not trivial to implement in an automated way. One of the main difficulties is that, in most cases, the observed and synthetic time windows corresponding to the same target phase have different start and end times. This is especially true when the time residual, between the observed and 1-D synthetic seismic phases, becomes large. In addition, when the target phase interferes with other phases, our automated scheme should ideally ensure that the observed and synthetic waveforms, present in the retained time windows, do carry the same pattern of interference.

First, we compute for each (observed and synthetic) candidate time window a signal-to-noise ratio (SNR): \( \text{SNR}_{e} = A_{\text{window}}/A_{\text{noise}} \), where \( A_{\text{window}} \) and \( A_{\text{noise}} \) are the maximum absolute amplitude.
values of the seismic signal contained in the candidate time window and in the noise time-span, respectively. We reject each (observed and synthetic) candidate time window if SNR$_w < r_0$ (Table A1). Second, on the synthetic seismogram, we retain time windows around the predicted arrival time ($t_p$) of the target phase. Third, on the observed seismogram, we retain time windows whose seed maxima are contained in the time interval $w_{obs} = [t_p - 25s - T, t_p + 25s + T]$, where $T$ is the dominant period of the target phase. This choice is based on the fact that, for global S-wave tomography, delay-times have been observed to vary in the interval $\pm 25s$ (Bolton & Masters 2001). Therefore, for a target phase with a dominant period $T \sim 10s$, we span the time interval $w_{obs} = [t_p - 35s, t_p + 35s]$, which must only contain the target single phase (e.g. S), or group of phases (e.g. S+S), for avoiding unwanted phases interference (e.g. ScS with SS). The remaining (observed and synthetic) candidate time windows, at the end of step 5, are shown in Fig. A1(c).

A6 Step 6: selection of the optimal pair of time windows

At this stage, we may still be left with several candidate time windows, around a given target phase (Fig. A1c). To select the optimal pair among them, we first test all combinations of cross-correlation between all the remaining pairs of observed and synthetic waveforms. The aim of this cross-correlation step is to help with the association of a synthetic time window with its best equivalent on the observed seismogram. For each pair of observed and synthetic waveforms, we obtain a cross-correlation maximum ($CC_{max}$) and a corresponding delay-time ($dt_{max}$). We keep those pairs of candidate time windows whose $CC_{max}$ is greater than 80 per cent. Although this choice ensures a strong similarity between observed and synthetic waveforms, it does not always guarantee that they include the same portion of signal. We use the delay-time $dt_{max}$ for discriminating wrong pairs of candidate time windows among those with $CC_{max} > 80$ per cent. We then compute the ratio

$$P = \frac{CC_{max} \max(\epsilon, |dt_{max}|)}{\max(CC_{max})}$$

and select as our optimal pair of observed and synthetic time windows the one with the highest parameter $P$. We use $\epsilon = 0.1 s$ for avoiding to divide by zero, and because our delay times are determined with a precision down to $\pm 0.1 s$. If several observed waveforms present a high degree of similarity with several synthetic waveforms, this choice is a compromise that favours small delay-times, because they are closer to the reference model.

APPENDIX B: TIME RESIDUAL

We aim to prove that the function $F_1(\tau)$ and the cross-correlation function $\gamma_{d,s}(\tau)$ are maximized for the same time residual. We call $r^C_m$ and $r^S_m$ the time residuals maximizing $\gamma_{d,s}(\tau)$ and $F_3(\tau)$.
respectively. The recorded signal at the receiver consists of a direct wave arrival \( u(t) \) and a scattered wave arrival \( \delta u(t) \). Therefore, the observed and synthetic waveforms are, respectively

\[
\begin{align*}
d(t) &= u(t) + \delta u(t) \\
s(t) &= u(t).
\end{align*}
\]  

(B1)

The autocorrelation of the unperturbed wave \( u \) is given by

\[
\gamma_{u,u}(\tau) = \int_{-\infty}^{+\infty} u(t)u(t - \tau) \, dt.
\]  

(B2)

The time residual \( \tau_{CC} \) is defined as maximizing the following cross-correlation function, between the observed signal \( u + \delta u \) and the unperturbed wave \( u \)

\[
\gamma_{u,s}(\tau) = \int_{-\infty}^{+\infty} [u(t) + \delta u(t)]u(t - \tau) \, dt
\]  

(B3)

which leads to

\[
\gamma_{u,s}(\tau) = \gamma_{u,u}(\tau) + \delta \gamma(\tau)
\]  

(B4)

with

\[
\delta \gamma(\tau) = \int_{-\infty}^{+\infty} \delta u(t)u(t - \tau) \, dt.
\]  

(B5)

For the unperturbed wave, the cross-correlation reaches its maximum at zero lag-time, so

\[
\dot{\gamma}_{u,u}(0) = 0.
\]  

(B6)

and for the perturbed wave the maximum is reached for \( \tau_{CC} \), so

\[
\dot{\gamma}_{u,s}(\tau_{CC}) = \dot{\gamma}_{u,u}(\tau_{CC}) + \delta \dot{\gamma}(\tau_{CC}) = 0,
\]  

(B7)

where the dot denotes the time differentiation. Developing \( \dot{\gamma} \) to first order, we find (e.g. Marquering et al. 1999):

\[
\dot{\gamma}_{u,s}(\tau_{CC}) = \dot{\gamma}_{u,u}(0) + \dot{\gamma}_{u,u}(0)\tau_{CC} + \delta \dot{\gamma}(0) + O(\delta^2) = 0
\]  

(B8)

which leads to

\[
\tau_{CC} = -\frac{\delta \dot{\gamma}(0)}{\dot{\gamma}_{u,u}(0)}.
\]  

(B9)

In Section 2.2.2, we have defined the function \( F_3(\tau) \) as

\[
F_3(\tau) = \frac{F(\tau) + F(2\tau)}{2}.
\]  

(B10)

The first quantity \( F_1(\tau) \) is given by

\[
F_1(\tau) = 1 - \int_{-\infty}^{\infty} [d(t) - s(t - \tau)]^2 dt - \int_{-\infty}^{\infty} d(2t)dt.
\]  

(B11)

which leads to

\[
F_1(\tau) = 2\frac{\gamma_{u,u}(0) - \gamma_{u,u}(\tau)}{\gamma_{u,u}(0)}.
\]  

(B12)

The second quantity \( F_2(\tau) \) is given by

\[
F_2(\tau) = \frac{\gamma_{u,u}(\tau)}{\gamma_{u,u}(0)\gamma_{u,u}(0)} \text{ if } A_1(\tau) < A_2(\tau).
\]  

(B13)

The maximum of the functions \( F_1(\tau) \), \( F_2(\tau) \) and \( F_3(\tau) \) are reached for \( \tau_{m}^{F_1} \), \( \tau_{m}^{F_2} \) and \( \tau_{m}^{F_3} \), respectively, such as

\[
\hat{F}_1(\tau_{m}) = 0, \quad \hat{F}_2(\tau_{m}) = 0, \quad \hat{F}_3(\tau_{m}) = 0.
\]  

(B14)

Note that if \( A_1(\tau) > A_2(\tau) \) (Section 2.2.2), we should analyse the maximum of \( 1/F_2(\tau) \). This maximum will be reached for the same time residual \( \tau_{m}^{F_2} \), as

\[
\frac{d}{d\tau} \frac{1}{F_2(\tau)} \hat{F}_2(\tau) = 0 \Rightarrow \tau = \tau_{m}^{F_2}.
\]  

(B15)

We then have

\[
\begin{align*}
\hat{F}_1(\tau_{m}) &= \frac{2\gamma_{u,u}(\tau_{m})}{\gamma_{u,u}(0)} = 0, \\
\hat{F}_2(\tau_{m}) &= \frac{2\gamma_{u,u}(\tau_{m})\gamma_{u,u}(0)}{\gamma_{u,u}(0)^2} = 0,
\end{align*}
\]  

(B16)

which leads to

\[
\begin{align*}
\hat{F}_1(\tau_{m}) &= 0 \Rightarrow \dot{\gamma}_{u,u}(\tau_{m}) = 0, \\
}\hat{F}_2(\tau_{m}) &= 0 \text{ and } \gamma_{u,u}(\tau_{m}) > 0 \Rightarrow \dot{\gamma}_{u,u}(\tau_{m}) = 0.
\end{align*}
\]  

(B17)

As previously, by developing \( \dot{\gamma} \) to first order, we find

\[
\tau_{m}^{F_1} = \tau_{m}^{F_2} = \tau_{m}^{F_3} = -\frac{\delta \dot{\gamma}(0)}{\dot{\gamma}_{u,u}(0)}.
\]  

(B18)

Finally, the equality \( \tau_{CC} = \tau_{m}^{F_3} \) is verified.