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[1] Power‐law accelerations in the mean rate of strain,
earthquakes and other precursors have been widely reported
prior to material failure phenomena, including volcanic
eruptions, landslides and laboratory deformation experi-
ments, as predicted by several theoretical models. The Fail-
ure Forecast Method (FFM), which linearizes the power‐law
trend, has been routinely used to forecast the failure time in
retrospective analyses; however, its performance has never
been formally evaluated. Here we use synthetic and real
data, recorded in laboratory brittle creep experiments and
at volcanoes, to show that the assumptions of the FFM are
inconsistent with the error structure of the data, leading to
biased and imprecise forecasts. We show that a Generalized
Linear Model method provides higher‐quality forecasts
that converge more accurately to the eventual failure time,
accounting for the appropriate error distributions. This
approach should be employed in place of the FFM to pro-
vide reliable quantitative forecasts and estimate their associ-
ated uncertainties. Citation: Bell, A. F., M. Naylor, M. J. Heap,
and I. G. Main (2011), Forecasting volcanic eruptions and other
material failure phenomena: An evaluation of the failure forecast
method, Geophys. Res. Lett. , 38 , L15304, doi:10.1029/
2011GL048155.

1. Introduction

[2] Accurate forecasts of the timing of natural hazard
events, and reliable quantification of the associated forecast
uncertainties, will enable more efficient application of hazard
mitigation measures. Many material failure phenomena,
such as volcanic eruptions [Voight, 1988;Voight and Cornelius,
1991;Cornelius and Voight, 1994;Kilburn and Voight, 1998;
Kilburn, 2003; Smith et al., 2007], landslides [Kilburn and
Petley, 2003; Petley et al., 2005], and failure of samples
in the laboratory [Lavallée et al., 2008; Heap et al., 2009;
Smith et al., 2009], are preceded by clear accelerating rates
of strain and seismicity. It has been widely suggested that
these precursory signals could be the basis for forecasting
the time of failure. Voight [1988] proposed a relation
between the acceleration in a geophysical precursor W (such
as strain or number of earthquakes) and its rate for condi-
tions of constant stress and temperature:

d2W
dt2

¼ K
dW
dt

� ��

ð1Þ

where a and K are constants, and a observed to take values
between 1 and 2 [Kilburn, 2003]. In the general case that
a ≠ 1, solutions to Voight’s relation involving positive
acceleration take the form of a power‐law increase in the
rate of precursory signals with time [Voight, 1988; Kilburn
and Voight, 1998; Main, 1999]:

dW
dt

¼ k tf � t
� ��p ð2Þ

where tf is the failure time, p = 1/(a − 1) is a power‐law
exponent and k is a multiplicative amplitude term. This
solution involves a singularity at a finite time, corresponding
to an (unphysical) instantaneously infinite rate, and inter-
preted as the likely time of bulk sample failure or eruption
onset. Equation (2) can be solved by linearizing the problem
in the form:

dW
dt

� ��1
p

¼ k
�1
p tf � t
� � ð3Þ

and using standard least squares regression to determine the
failure time [Voight, 1988; Voight and Cornelius, 1991].
This application of Voight’s relation is known as the Failure
Forecast Method (FFM) [Cornelius and Voight, 1994].
Commonly p ≈ 1 [Kilburn, 2003], in which case the solution
is a straightforward regression of inverse rate against
time. However, although the FFM has widely been applied
(retrospectively) to volcanic [Voight, 1988; Kilburn and
Voight, 1998; Kilburn, 2003; Smith et al., 2007], landslide
[Fukuzono, 1985; Kilburn and Petley, 2003; Petley et al.,
2005] and laboratory data [Lavallée et al., 2008; Smith
et al., 2009], the validity of its assumptions and its fore-
casting performance have never been formally evaluated.
[3] For least‐squares linear regression to be valid, the

residual error between the data and the mean rate must
follow a Gaussian distribution. This is in general a valid
assumption for measurement errors in the primary strain
rates. In contrast earthquake occurrence is a point process
whose rate uncertainties (in the absence of earthquake
triggering) are well‐described by a Poisson distribution
[Greenhough and Main, 2008]. In both cases it is extremely
unlikely that the resulting scatter in the transformed rate is
Gaussian. In this paper we investigate methods for applying
Voight’s relation. We first use simulated data where, unlike
real data, the parent distributions are known a priori, to
show that the FFM gives biased and imprecise forecasts of
failure times. We then describe a Generalized Linear Model
(GLM) method for applying Voight’s relation, which returns
higher quality (more accurate and precise) forecasts. Finally,
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we compare the performance of the two methods on real
data from laboratory experiments and volcanoes.

2. Comparison of the FFM and GLM Method

[4] We evaluate the FFM by applying it to synthetic strain
and earthquake sequences where the mean rate evolves
according to equation (2), each generated with identical
parameters and with a failure time of 1000 days. In the case
of strain‐rate data we add a small amount of Gaussian noise
to simulate the effect of measurement errors (Figure 1a). We
simulate earthquake data as a Poisson process with mean
rate and variance, l, evolving as equation (2) (Figure 1b).
Figure 1c illustrates how the failure time predicted using the
FFM evolves for each of the 200 simulated strain rate
sequences each modelled as in the example in Figure 1a.
There is a degree of convergence as more data is fitted, but
the convergence is slow, and the method systematically
underestimates the failure time in all of the simulations in
the last third of the time period, up to and including the
actual failure time. Thus the method is biased and imprecise,
even for retrospective analysis.
[5] The Generalized Linear Model (GLM) method is a

generalization of least‐squares linear regression which can
account for (1) a non‐Gaussian distribution of errors from the
mean (e.g. Poisson) and (2) a functional relation (the “link
function”, e.g. power‐law) between the mean of the distri-
bution and a basic linear model [Nelder and Wedderburn,
1972]. GLMs are commonly applied using maximum‐
likelihood, iteratively re‐weighted means. In the case of a
Gaussian error distribution and identity link function, the
GLM method equates to least‐squares linear regression.

GLM routines are available in common computing packages
(e.g. Python, Matlab and R).
[6] Equation (2) can be re‐arranged to express the mean

rate as a power‐law function of a linear model, without
changing the error distribution:

dW
dt

¼ aþ btð Þ�p ð4Þ

where a = (kp)
�1
p tf and b = −(kp)

�1
p . Consequently, it is pos-

sible to determine a and b using a GLM, specifying a
power‐law link function and a Gaussian or Poisson error
structure for strain rates and seismicity rates, respectively.
The forecast failure time is then given by tf = −a/b. Figure 1d
shows how the expected time of failure from the GLM
method changes as the precursory sequence evolves for each
of 200 simulated strain rate sequences. In contrast to
the FFM, the forecast error represented by the scatter in the
inferred failure time decreases much more quickly as the
sequences proceed and the forecasts converge on the true
failure time. The GLM clearly outperforms the FFM in the
final third of the sequences.
[7] To illustrate this further Figure 2 compares probability

density functions for the error in the forecast time of failure
for 1000 synthetic strain and earthquake sequences as for
Figures 1a and 1b. To fit to the earthquake data, where the
Poisson process results in many days without any events,
rates are determined for 10 evenly spaced time bins (as in
previous application of the FFM to volcanic earthquakes
[e.g., Voight, 1988; Kilburn, 2003]). Forecasts are made
after 750, 850 and 950 days. For both FFM and GLM
method, the variance of the forecast errors decreases with

Figure 1. (a and b) Simulated sequences with mean rate given by equation (2). Grey points or bars are daily rates; red line
is cumulative strain or number of earthquakes. Figure 1a shows strain, with Gaussian noise with standard deviation 0.0001.
Inset shows detail of sequence for 200 day subset. Figure 1b shows earthquakes. In both instances p = 0.8, the failure time
tf = 1000. (c and d) Forecast failure time as a function of the fraction of total duration for 200 simulated power‐law
accelerations in the mean strain rate as for Figure 1a. Figure 1c shows FFM and Figure 1d shows GLM methods. Each
colored line represents the evolution of the forecast for a single synthetic sequence. Dashed white line is the true failure time
of 1000 days.
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time (as more data is used to make the forecast and the rate
increases). The variances for the FFM are large and the
mean forecast time is consistently earlier than the true fail-
ure time (Figures 2a and 2b). For the GLM method, the
variances are much reduced and the mean error is close to
zero (Figures 2c and 2d). For the strain rate data, the vari-
ance is very small, reflecting the large number of data points

and relatively low levels of Gaussian noise. The variance
increases as the standard deviation of the added noise is
increased. The spread of predicted failure times is larger for
the earthquake rate data, reflecting the relatively few data
points and higher stochastic variability inherent in the
Poisson process. In summary, Figures 1 and 2 demonstrate
that the GLM produces higher quality forecasts when

Figure 3. Application of the FFM and GLM methods to real data. (a, c, and e) Strain, AE or earthquake rates (grey points
or bars) and example GLM models determined at 95% of true failure time (red line). (b, d, and f) temporal evolution of
forecast failure times and standard errors using the FFM (blue diamonds) and GLM method (red squares). Black dashed
line is true failure time. Data are for strain during a brittle creep experiment on Darley Dale Sandstone (Figures 3a
and 3b), AE during a brittle creep experiment on Darley Dale Sandstone (Figures 3c and 3d), and earthquakes preceding
the September 1989 flank eruption of Mt Etna (Figures 3e and 3f).

Figure 2. Probability density functions for the forecast error (in days, predicted‐actual) at 750, 850 and 950 days for 1000
simulated sequences with failure time of 1000 days. (a) FFM on strain rates with Gaussian noise (see Figure 1c). (b) FFM on
earthquake rates. (c) GLM on strain rates with Gaussian noise (see Figure 1d). (d) GLM on earthquake rates. Note the
significant change in horizontal and vertical scales between Figures 2a and 2c.
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applied to the same data, being both more precise and less
biased.

3. Application of the GLM Method to Real Data

[8] We first compare the forecasting performance of the
FFM and GLM method to examples of laboratory brittle
creep experiments performed on samples of Darley Dale
Sandstone [Heap et al., 2009]. The final stages of these
experiments are characterised by accelerating strain and
Acoustic Emission (AE) rates; theoretical models [e.g.,
Main, 2000] suggest that rates should evolve according to a
power‐law acceleration (equation (2)). We fit the models to
the final third of the experimental data, defined by the period
when acceleration to failure might be expected to have
started. Figure 3a shows the strain rates and an example
GLM fitted at 95% of the sequence duration for an experi-
ment with a steady‐rate strain rate of 10−7s−1. Analysis of
the entire sequence shows that it is best modelled with a
p‐value of 1.0 (or a = 2) and we assume this value for
application of the two forecast methods. Figure 3b shows
the predicted failure times evolve with time during the
sequence. By inspection, the GLM method clearly outper-
forms the FFM, being both more precise and less biased
with respect to the actual failure time. Figure 3c shows the
AE rates and an example GLM fitted at 95% of the sequence
duration for a second experiment with a steady‐rate strain
rate of 10−8s−1. We apply the two forecast methods, in
this instance using a previously determined p‐value of 0.9
[Bell et al., 2011]. Again, the GLM outperforms the FFM
(Figure 3d).
[9] We now compare the forecasting performance of

the FFM and GLM methods on real volcanic data using the
sequence of volcano‐tectonic earthquakes preceding the
1989 eruption at Mt Etna [Vinciguerra, 2002]. Figure 3e
shows the earthquake rates and an example GLM fitted at
95% of the sequence duration. We apply the two forecast
methods using a previously determined p‐value of 0.6 [Bell
et al., 2011]. In this example both methods consistently
under‐predict the time of the eruption, though the GLM
method predicts a failure time much closer to the true failure
time, and with higher precision, than the FFM (Figure 3f).
The FFM routinely forecasts a failure time earlier than the
time at which the forecast was made.

4. Discussion

[10] Our results clearly show that the FFM is biased and
imprecise, even for retrospective data analysis. The trans-
formation of the rate data means that the error distribution
assumed in the least‐squares linear regression component of
the FFM is not valid, nor are any metrics derived from the
regression lines. The GLM method provides better quality
forecasts (more precise and less biased) of the failure time
and its uncertainty, and with modern statistical packages is
equally easy to apply. Here we focus on the method of
forecasting when the value of p is known a priori. If this is
not the case, it is possible to fit many GLMs using different
trial values of p, and use a Monte‐Carlo approach to
delineate the optimal forecast failure time and its confidence
limits.
[11] We consider a Gaussian or Poissonian distribution to

be realistic first approximations for the error distribution of

strain or earthquake rates, respectively, about the mean trend
predicted by Voight’s relation. It is possible that additional
physical processes may result in fluctuations in strain or
earthquake rate about the mean rate that differ to those
expected for a Gaussian or Poissonian distribution (as is the
effect of earthquake triggering in tectonic seismicity). At
volcanoes and in the laboratory, strain, earthquake and AE
event rate error distributions are currently not well charac-
terized. These distributions, and their implications for the
application of Voight’s relation, should be an important area
for future work. Nevertheless, here we have demonstrated
that the GLM method assuming a Gaussian or Poissonian
distribution produces a more stable estimation of the failure
time than the FFM on examples using real data.

5. Conclusions

[12] The FFM for forecasting on the basis of Voight’s
relation is imprecise and systematically under‐estimates
failure times based on accelerating mean rates of strain or
earthquakes. This poor performance is not due to a failing of
Voight’s relation, but because the assumed error structure
after linearization is not valid. On synthetic data the GLM
method, assuming an error structure can be approximated by
a Gaussian or Poissonian distribution, provides substantially
higher quality (less biased and more precise) forecasts and
a reliable measure of their uncertainty. The GLM method
also out performs the FFM on real example datasets from
deformation experiments in the laboratory and preceding
volcanic eruptions. Further work is necessary to quantify the
forecasting power of the GLM method under truly pro-
spective conditions and where the Gaussian and Poissonian
error distributions approximations are not met.
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